Safety Science 104 (2018) 99-109

journal homepage: www.elsevier.com/locate/safety

Contents lists available at ScienceDirect

Safety Science

&

Review

Back to the future: What do accident causation models tell us about accident = R

prediction?

Check for
updates

Eryn Grant®, Paul M. Salmon, Nicholas J. Stevens, Natassia Goode, Gemma J. Read

Centre for Human Factors and Sociotechnical Systems, Faculty of Arts, Business and Law, University of the Sunshine Coast, 90 Sippy Downs Drive, Sippy Downs, QLD

4556, Australia

ARTICLE INFO

Keywords:

Accident causation

Accident prediction

STAMP

Normal Accident Theory
Risk management framework
Drift and FRAM

ABSTRACT

The prediction of accidents, or systems failure, should be driven by an appropriate accident causation model.
Whilst various models exist, none is yet universally accepted, but elements of different models are. The paper
presents the findings from a review of the most frequently cited systems based accident causation models to
extract a common set of systems thinking tenets that could support the prediction of accidents. The review uses
the term “systems thinking tenet” to describe a set of principle beliefs about accidents causation found in models
proposed by Jens Rasmussen, Erik Hollnagel, Charles Perrow, Nancy Leveson and Sidney Dekker. Twenty-seven
common systems thinking tenets were identified. To evaluate and synthesise the tenets, a workshop was con-
ducted with subject matter experts in accident analysis, accident causation, and systems thinking. The evaluation
revealed that, to support accident prediction, the tenets required both safe and unsafe properties to capture the
influences underpinning systematic weaknesses. The review also shows that, despite the diversity in the models
there is considerable agreement regarding the core tenets of system safety and accident causation. It is re-
commended that future research involves applying and testing the tenets for the extent to which they can predict
accidents in complex systems.

1. Introduction

Increasing system safety through reducing adverse events remains a
major challenge to safety scientists (Dekker & Pitzer, 2016; Salmon
et al., 2011; Stanton and Stammers, 2008). In recent times accident
causation models and analysis methods underpinned by systems
thinking have emerged as the most prominent approaches for this
purpose. The basis of systems thinking is that safety and accidents are
the result of emergent behaviours in a system where interrelated
components work to achieve common goals (Stanton et al., 2012;
Leveson, 2013). The complexity of systems and the environments in
which they operate means the process of safety is not straightforward or
linear, but instead is driven by a complex web of relationships and
behaviours between humans, technology and their environment
(Underwood and Waterson, 2014). From a systems perspective, using
approaches that reduce faults or failures to a ‘bad apple’ such as an
individual worker or broken component can never truly elucidate the
complexity of an accident or the system in which it occurred (Dekker,
2011; Leveson, 2012).

Accident analysis methods underpinned by a systems approach are
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traditionally applied retrospectively to analyse incidents (Jenkins et al.,
2010; Salmon et al., 2016a). Retrospective analysis is intended to afford
the identification of incident characteristics to (hopefully) learn from
the past and prevent future accidents (Dekker and Leveson, 2014;
Moura et al., 2016). Despite this, it is acknowledged that the reliance on
extreme events for safety learning is both inappropriate and in-
adequate. Indeed, instead of declining over time, incident rates have
reached a plateau (or an increase) in multiple fields that have been
applying systems based accident causation methods such as road, rail
and aviation (Leveson, 2012; Salmon et al., 2016a). This is reflected in
Australian data on road and rail incidents where decreases some years
are negated by increases in others and trauma numbers spanning over
several years look to be the same (ATSB, 2012; BTIRE, 2017). Com-
mercial aviation accidents in Australia also reveals a significant in-
crease from just over 9 accidents per million departures in 2006 to 20
per million departures in 2014 (ATSB, 2017). This suggests that retro-
spective analysis may be underperforming in the prevention of acci-
dents (Leveson, 2011; Salmon et al., 2016a; Walker et al., 2017); tra-
ditional approaches may have reached a saturation point and are no
longer reliable for improving safety. Finally, the appropriateness in
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relying on major accidents to occur to improve safety raises both moral
and ethical dilemmas where safety innovation is continually built upon
the foundations of others hardship and adversity. These concerns are
reflected by movements within safety science toward a focus on acci-
dent prediction (e.g. Salmon et al., 2016a) or studying incidents in
which a catastrophic outcome was avoided (e.g. Hollnagel, 2014;
Trotter et al., 2014).

Predicting adverse events before they occur seems to be a logical
step and has been explored extensively. For example, there are methods
that support the prediction of human errors (Stanton et al., 2013) and
various quantitative accident prediction methods exist (Li et al., 2016;
Jocelyn et al., 2016; Attwood et al., 2006; Harwood, et al., 2000;
Miaou, 1996). A key limitation, given our understanding of accidents, is
that error prediction methods typically only identify the end error event
in what is a complex web of interacting factors. In addition, there are
questions around the suitability of using mathematical models and
formulae; their use by practitioners is questionable as is the extent to
which a numerical value is useful (Fujita and Hollnagel, 2004).

Apart from Leveson’s STAMP model (Leveson, 2015), applications
driven by qualitative accident causation models have not been used
predictively. Increasingly researchers are investigating the use of qua-
litative systems analysis methods for predicting performance, accident
scenarios and assessment of risk (e.g. Salmon et al., 2014; Stanton et al.,
2014; Stanton and Harvey, 2016); however, this has not yet produced a
formal methodology for predicting accidents. Indeed, there remains
uncertainty surrounding the design of a useful qualitative prediction
method and how it can be pursued (Hollnagel, 2014; Moray, 2008;
Salmon et al., 2016a; Stanton and Stammers, 2008).

With over half a century of progress in safety science, sociotechnical
systems theory and human factors methods it seems pertinent to ask
what can be learned about accident causation from our past to inform
our next step into the future of prediction. It is these authors opinion
that the clues to accident prediction lie in what we currently know
about accident causation. However, it is acknowledged that, first many
accident causation models exist, second that there is not yet a uni-
versally accepted accident causation model, and third that the different
models have useful elements relating to understanding accident cau-
sation. The purpose of this review is to address the lack of conceptual
clarity and in doing so recognise the extent that the core tenets of ac-
cident causation can be revealed across the leading accident causation
models. To do so a review of the literature was undertaken to extract
the key features of contemporary accident causation models that might
form the basis of a qualitative accident prediction method. As part of
this process the authors engaged in a ‘synthesis workshop’ to further
refine the key features of contemporary accident causation models. The
intention was to identify a common set of accident causation model
tenets, referred to as “systems thinking tenets”. The systems thinking
tenets represent the shared principles of accident causation extracted
from several contemporary accident causation models. Both safe and
unsafe features of each systems thinking tenet are presented as a
proactive approach to safety will require both knowledge of how a
system works and of how its environment can develop and change
(Hollnagel, 2012). The aim of this paper is to present the findings from
the review and the synthesis workshop to outline the set of integrated
systems thinking tenets.

2. Method

The most popular accident causation models were identified via
examination of the number of citations of the works of well-known
accident theorists. Specifically, citation information was sought for
authors who have previously published an accident causation model in
the safety science literature that has a basis in systems theory or systems
thinking. The citation information was derived from Scopus (April
2016). The accident causation models identified in Table 1 were refined
based on consideration of whether they represent systems thinking-
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Table 1
Accident causation model and author citation.

Author Citations (derived from

Scopus, 2016)

Accident causation model

Nancy Leveson Systems Theoretic Accident Model 3950
and Processes (STAMP, 2004)

Jens Rasmussen  Risk management framework 3486
(Rasmussen, 1997)

Charles Perrow Normal Accident Theory (1981; 2041
1999)

Sidney Dekker Drift into Failure Model (2011) 789

Erik Hollnagel Functional Resonance Analysis 672

Method (FRAM, 2011)

based models. Based on this, the Swiss Cheese model (Reason, 1990,
2008), and The Wheel of Misfortune (O’Hare, 2000) model were re-
moved from the review. Although there are elements of systems theory
within the Swiss Cheese model, it does not fully comply with the
principles of system theory; the model has been criticised for being a
reductionist and linear model that fails to account for a holistic re-
presentation of systems as dynamic and adaptive which forms the basis
of systems theory (Dekker and Leaveson, 2014; Hollnagel, 2004;
Hollnagel, 2014). Similarly, O’Hare’s (2000) Wheel of Misfortune was
excluded, as it largely an error taxonomy that focuses on an end error
event. While models were excluded, their contribution to safety philo-
sophy cannot be denied. Indeed, it is critical to note the importance of
accident causation models from the past and how they have under-
pinned present day safety ideals, particularly affording a pathway to a
systems approach to accident causation (Heinrich, 1931, Turner, 1976,
1979).

The refinement process left the following models for review (see
Table 1): Leveson’s Systems Theoretic Accident Model and Processes
(STAMP, Leveson, 2004) Rasmussen’s risk management framework
(1997), Perrow’s Normal Accident Theory (1981, 1999), Dekker’s Drift
into Failure model (2011) and Hollnagel’s Functional Resonance Ana-
lysis Method (FRAM, Hollnagel, 2012).

2.1. Accident causation models selected for review

2.1.1. Nancy Leveson’s system theoretic accident model and processes

According to Leveson (2011), safety is an emergent property of
systems, which arises when technical, physical and human components
of a system interact. A system consists of interrelated components kept
in a state of dynamic equilibrium using feedback loops of information
and control that use sets of constraints to enforce safety on system
behaviour (Leveson, 2011). Accidents arise from a loss of control (for
example managerial, organisational, technical or engineering) where
interactions violate the constraints placed on a system that maintain
safety.

Leveson’s (2004) STAMP model uses a functional abstraction ap-
proach, to model the structure of a system and describe the interrelated
functions. In comparison to other accident analysis methods STAMP’s
aim is to identify the controls and feedback loops that enforce safe
operation and then determine which failed to support the prevention of
future accidents. To do this STAMP utilises a hierarchical control
structure, which is a model explaining the regulation of a sociotechnical
system. The control structure is divided into two models, one for system
development and one for operations. Constraints limit system beha-
viour to ensure it operates within safe boundaries. Constraints can be
both existing such as environmental or fiscal constraints or introduced
constraints such as rules, procedures or design of equipment or tech-
nology. They represent control on behaviour to limit the degree of
freedom on interaction between components (Dekker, 2014). These are
imposed by actors at higher levels of the hierarchy onto those at lower
levels. According to STAMP, system accidents occur not because of
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failures, but because constraints were not successfully enforced pushing
the system closer to the edge of safe performance and reducing the
margins of safe operation (Leveson, 2004; Dekker, 2014a).

2.1.2. Jens Rasmussen’s risk management framework

Rasmussen’s (1997) risk management framework describes complex
sociotechnical systems as a hierarchy, accounting for the dynamic
context in which systems operate. The model is underpinned by the idea
that adaptive and dynamic sociotechnical systems are subject to a fast
pace of change, and accidents occur because actors within the system
adapt to change in unpredictable ways (Vicente and Christoffersen,
2006). For Rasmussen (1997), risk management in this context is a
control problem and modelling techniques are required to appreciate
the direct or indirect operational requirements of systems.

Rasmussen’s approach to accident causation outlined in Risk
Management in a Dynamic Society (1997) is embodied in his model of
abstraction that organises a system according to functions, roles and
responsibilities to describe how they interact to produce the system.
According to Rasmussen, the structure of work systems is hierarchical;
actors, objects and tasks are modelled across levels of the sociotechnical
system; their relationships to each other are linked to explain causal
ties. Dynamic workflows are represented in the framework as inter-
dependencies between the levels of the system, which are underpinned
by feedback controls or vertical integration. For successful operation,
information regarding controls from the higher levels of the hierarchy is
filtered downward to the lower levels and conversely feedback on
performance at the lower levels is fed upward carrying operational
information to the higher levels of the system (Cassano-Piche et al.,
2009). This information then informs appropriate decisions and actions
at the higher levels of the system. Instability in the system can be
caused by a lack of vertical integration, which ultimately leads to a loss
of control. Loss of control means the system is vulnerable and more
likely to perform outside the boundaries of acceptable performance
where adverse events are more likely to occur.

2.1.3. Charles Perrow’s Normal Accident Theory

Perrow (1981, 1999) developed Normal Accident Theory (NAT)
after the Three Mile Island incident in 1979. In response to the incident
investigation and recommendations, Perrow (1981) presented the
concept that a “normal accident” or system accident occurs because of
the interaction of multiple failures that are not in direct operational
sequence. This is coupled with the incomprehensibility of the accident
(Perrow, 1999). This view identified system characteristics, instead of
human ones, as the primary causes of accidents. Perrow’s research into
the incident at Three Mile Island is noted as a significant turning point
in safety science research (Hopkins, 2001).

A normal accident describes the inevitable failures caused by
characteristics of a system where interactions between components
behave in unpredictable ways and produce multiple and unexpected
failures. Within complex systems, the relationships between compo-
nents can be described in terms of the degree of “coupling” between
them. Coupling is the interaction between components of a system that
influences the intensity of the relationship between the two and as such
their behaviour (Perrow, 2008; Hollnagel, 2012). Perrow (1999) makes
the distinction between loose or tight coupling. Loose coupling de-
scribes interactions between components that are less controlled, less
dependent on each other. Tight coupling describes the opposite, highly
dependent interactions where one interaction sequence creates effects
in the function or operation of other components. When applied to a
system, a NAT matrix or typology determines the degree of coupling (as
either tight or loose) and type of interaction (as either linear or com-
plex) operating in a system (Perrow, 1999). The model posits that
where systems have both complex interactions and tight coupling,
failures become inevitable.
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2.1.4. Sidney Dekker’s drift into failure model

For Dekker (2011) systems gradually shift, leading them to adapt in
unforeseen ways and to drift across the boundary to unsafe perfor-
mance. Dekker’s approach to accident causation is largely a cultural
and philosophical one. He explains that reductionist approaches to
cause and effect developed at the beginning of the scientific revolution
have rooted themselves as factual discourse in everyday life (Dekker,
2011). When accidents occur investigations typically look for the
“broken component” or “bad apple” based on the assumption that ef-
fects cannot occur without a direct cause. According to Dekker (2011),
this philosophy has become so deeply embedded in western approaches
to accident causation, where it is taken for granted that failure can
easily be reduced to a single “root cause” and thus it can be removed,
fixed or made compliant returning the “system” to its safe state.
Dekker’s main argument in Drift (2011) is that the traditional reduc-
tionist, component based, linear models of accident causation are un-
suitable for current systems that are increasingly complex, emergent
and non-linear. While Drift (2011) does not specify methodologies,
approaches, or practical steps, it provides a set of philosophies that
explain the nature of drift within a system. These embody key princi-
ples from complexity theory such as path dependence, decrementalism,
non-linearity and the impact of protective structures.

2.1.5. Erik Hollnagel’s Functional Resonance Analysis Model

Hollnagel developed the Functional Resonance Analysis Model
(FRAM) (2012) largely based on his dissatisfaction with the methods
used to address safety issues such as see fault tree analysis (Vesley et al.,
1981) and Human Reliability Assessment (Kirwan, 1994). FRAM is not
a model of system behaviour, rather it is a method that identifies and
defines systems functions and variability and determines how varia-
bility may interact within a system in a manner that leads to adverse
outcomes. As Hollnagel (2009) believes variance is systematic and not
random, safety is said to be underpinned by different forms of varia-
bility. Philosophies of safety such as Safety II perspective (Hollnagel,
2014) are similar to that of high reliability theory (La Porte & Consolini,
1991, La Porte, 1996). However, Hollnagel’s focus on systems en-
gineering and human factors ‘top down’ systems thinking approach
provide a distinguishing feature between the two (Leveson et al., 2009).

A FRAM analysis can be used to improve practices in a system or to
investigate adverse events. In contrast to Rasmussen’s Risk
Management Framework (1997) and Leveson’s STAMP (2012), FRAM
does not explain systems hierarchically or by abstraction, instead it
explains a system in terms of the mutually coupled or dependant
functions relative to the whole system focusing on what a system does
rather than what it is. The system is described by the functions required
to complete its tasks and possible variability that may occur in those
functions (Lundberg et al., 2009). Through understanding the func-
tions, a system performs, a distinction can be made between the system
and its environment and thereby identifying the system boundaries
(Hollnagel, 2004).

2.2. Identification of systems thinking tenets

Each of the models described above contain specific tenets around
safety and accident causation. To identify the core system thinking te-
nets associated with each model, the review involved examining the
accident models using literature from the authors listed above. To be
included in the review, it was required that the creator of the accident
causation model was the primary author of the published material. This
decision was made to preserve the integrity of the key safety related
concepts in each model as the authors had originally intended. It was
felt that using other descriptions or examples of the methods in practice
could dilute rather than enhance the extraction of the systems thinking
tenets, as many of the methods have been found to rely on subjectivity
when performing analysis (Stanton et al., 2013).

A series of academic databases (Science Direct, Taylor and Francis
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Online, Web of Science, Sage Journals Online, IEEE Xplore and Google
Scholar) were searched based on the author name (no limitations on
year of publication were used). A specific requirement was that either
accident causation, safety or systems theory were addressed in the ar-
ticle (for example Perrow’s (1970) work on organisational theory was
not included). In all, ninety (90) authored books, peer reviewed journal
articles and technical reports were included in the final review process.
Each source was then reviewed and the accident causation tenets were
identified.

The identification of the tenets involved first reviewing the article
and identifying instances where a concept was described as a key me-
chanism for safe or unsafe system performance. The qualitative coding
software Nvivo 10 was used to first categorise the literature based on
the author’s descriptions of system properties or behaviours in either a
safe form or unsafe form. In this first level of coding three categories
were used, these were; safe system properties; unsafe system properties;
and system definitions (i.e. how author’s defined whole system prop-
erties). This first coding pass created a list of safe and unsafe system
properties derived from each accident causation model.

Next a second coding exercise was undertaken whereby the core
tenets from the combined accident causation models were identified
based on the descriptions of safe and unsafe and system definitions.
Table 2 provides examples of the coding structure used. The first author
analysed the literature and coded material based on the above struc-
ture. Two co-authors then independently reviewed the list of tenets
making one addition to the list (performance variability). This addition
was based on its absence from the original list, however a review of the
coding structure exposed the possibility that it was concealed by other
tenets. An example of this is outlined in Table 2 where the description
of performance variability as a safe system example also includes a
description of the tenet ‘coupling’. The output of the coding process was
a set of twenty-seven recurring tenets of accident causation.

2.3. Refining the systems thinking tenets

A workshop was held to evaluate and synthesize the twenty-seven
systems thinking tenets. The workshop involved all the five authors,
each of which have experience in applied human factors research and
accident analysis in various domains including defense, transportation,
workplace safety, sports and outdoor recreation, disaster management
and urban planning (see Table 3).

In the workshop, the participants were presented with the twenty-
seven system thinking tenets, their definitions and information on each
accident causation model. The evaluation process involved discussing
the tenets along with examples of their role in safe and unsafe system
performance and identifying instances where tenets were either in-
appropriate or could be integrated. Finally, the potential for each tenet
to be used in a predictive capacity was discussed.

As there was considerable overlap between the initial twenty- seven
tenets an aim of the workshop was to synthesise them into a set of
distinct and well-defined tenets (see Table 4). To do so, tenets were
reviewed according to how they applied to systems theory, accident
analysis, and the scope and similarity between each tenet. For example,

Table 2
Example of coding structure.
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“functional abstraction” and “hierarchical control structures” were re-
moved as tenets early in the process because they describe an approach
to the organization of information rather than provide information
about system states. Similarly, the tenet “adaptation” was removed
because of its broad scope; additionally, it is captured in other concepts
such as performance variability and normal performance.

Once the set of twenty-seven tenets had been formally revised the
next stage required simplifying the formal definitions from the litera-
ture to limit erudite language and design a description of each tenet to
promote ease of understanding. This is desirable as human factors based
analytic tools often experience a significant gap between academic
understanding of concepts and the transfer to practical applications in
the field (Underwood and Waterson, 2013). This simplification required
that the key concepts were described appropriately to capture the un-
derpinning theory of each tenet (e.g. simple but not simplistic). Further
the authors were required to construct both a safe and unsafe descrip-
tion of the tenets, for example, providing a description of how each
tenet would perform safely and unsafely (see Table 5). It is the per-
spective of the authors that safe and unsafe classifications of tenets
provide a basis to forecast those properties that lead a system to operate
toward the boundaries of unsafe performance. A central feature of the
research program this work is associated with, is to use the tenets to
determine where systems are more prone to weakness leading to unsafe
behaviours through the identification of both safe and unsafe perfor-
mance. More importantly this enables a methodology that on one hand
recognizes the potential of unsafe performance within a system and on
the other supports a system’s return to its safe state. In other words, it
utilises an understanding of safe and unsafe behaviours to predict ac-
cidents before they occur. To achieve this the properties that lead to
both safe and unsafe behaviours for each tenet need to be acknowl-
edged a priori.

At the conclusion of the workshop each systems thinking tenet had
been assigned three classifications; a generic simplified definition, a
description of that tenet in its safe form and a description of that tenet
in its unsafe form. Inclusion or exclusion of systems thinking tenets was
agreed upon based on the criteria above; any disagreements were dis-
cussed until a consensus was met. In the event that consensus was not
met regarding inclusion or exclusion of a tenet judgments were to be
based on a majority decision, however this was not required.

3. Results

The output of the workshop was a set of fifteen tenets of safe and
unsafe system performance. Table 4 provides comparative definitions of
the tenets as originally described in the accident causation models re-
viewed. This also provided a context to decide the levels of homo-
geneity between the methods when identifying the core tenets of system
safety, as author’s descriptions of tenet behaviour could be easily
compared.

Table 5 presents the simplified definitions attributed to each tenet in
addition to a description of its characteristics in both safe and unsafe
states. To aid in clarity, Table 5 also provides examples from literature
that best describe the safe and unsafe characteristics of the tenet in

Coding categories First level coding (Authors descriptions)

Second level coding (Tenet
extracted)

Safe system properties
to unexpected outcomes (Hollnagel, 2012: 58)
Unsafe system properties

Characterisation of performance variability is needed to understand how functions become coupled and can lead

It is difficult - if not impossible — for any individual to judge the safety of their decisions when it is dependent on

Performance Variability

Vertical integration

the decisions made by other people in other departments and organisations (Leveson, 2012: 43)

System Definition

Human actions always involve some interpretation of the person’s goals and motives. The individuals involved

Normal performance

may be unaware of their actual goals and motivation or may be subject to various types of pressures to reinterpret

their actions (Leveson, 2012: 54)
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Table 3
Author experience and qualifications.
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Workshop participant  Qualification level

Years’ experience in human factors and
accident analysis

Number of published journal papers on accident
analysis and prevention

Participant 1 BA (Hons. Sociology) First Class 3
Participant 2 MSc Applied Ergonomics, PhD Human Factors 16
Participant 3 Master (UrbRegPlan), PhD (UrbRegPlan) 4
Participant 4 BA (Hons. Psychology), PhD (Psychology) 6
Participant 5 BBsc, LL.B, PostGradDipPsych, PhD Human 10

Factors

1
100

10

context of a near miss or accident scenario.

3.1. Results of review of literature and validated tenets

Table 4 presents the fifteen tenets that remained after the workshop
with comparative definitions of each tenet according to accident cau-
sation method. Note: Some tenet definitions were not present in the
available literature and in these cases ‘Not found’ is stated.

3.2. Simplified tenets list

Table 5 shows the simplified definitions attributed to each tenet
after the workshop. It also provides descriptions of safe and unsafe
system behaviours with examples retrieved from accident analysis lit-
erature to aid in clarity.

Almost all the systems thinking tenets were represented across the
selected accident causation models (as seen in Table 4). Two tenets
were not found in some models: performance variability and mod-
ularity. Performance variability was present in all except for Normal
Accident Theory (1981, 1999). This may be due to the terminology
used to describe variability. Efforts were made to search Perrow’s work
for different terms that may be related to performance variability (for
example; adaptation, variance, variation), however these were not
identified. Modularity was also not found in the literature of Leveson’s
STAMP (2004), Dekker’s Drift into failure (2011) or Hollnagel’s FRAM
(2012). Two authors refer to modularity, the most obvious being
Perrow as it plays a significant role in recent adaptations to Normal
Accident Theory (2011) and Rasmussen (1990, 2000) who proposes the
idea of functional de-coupling to minimise the need for informational
exchange.

The results also confirm that each of the remaining fifteen tenets are
applicable to both safe and unsafe systems states (see Table 5). This
result has the potential to reveal when systems are shifting at increased
points of vulnerability by making a distinction between normal and
abnormal behaviours at these points. The tenets represent a significant
body of knowledge about accident aetiology based on decades of ret-
rospective systems analysis of accident causation. The description of
safe system properties makes safety in complex systems distinct or
“refer(s) to what safety is in a way that makes it open to inter-subjective
verifiability” (Hollnagel, 2014: 21). A key factor to the predictive ca-
pacity of the systems thinking tenets is their ability to form a clear
picture of what ‘safe’ looks like in complex systems, which in turn de-
scribes how a systems functions rather than how it malfunctions
(Hollnagel, 2014).

4. Discussion

The aim of this review was to identify a set of integrated systems
thinking tenets regarding accident causation. The intention was to
synthesise the core features of contemporary accident causation models
to form the basis for the development of a formal methodology for
predicting accidents. Further analysis determined that almost all the
system thinking tenets were identifiable across the key accident cau-
sation literature used in the review despite variation in each author’s

103

underpinning theory and accident causation model. This was perhaps
surprising given the apparent differences in the models. An important
contribution of the study is therefore a set of common accident causa-
tion tenets that represent the core philosophies of the five leading
models presented in the literature (Dekker, 2011; Hollnagel, 2012;
Perrow, 1981; Rasmussen, 1997; Leveson, 2004). It is the authors
contention that the tenets represent a step toward a unified model of
accident causation. Furthermore, despite differences in how each model
is structured to collect and interpret information on accident causation
the review indicates that there is significant agreement around the
aetiology of accidents themselves. The system thinking tenets could
conceivably provide a more comprehensive approach to accident in-
vestigation than the adoption of one model in isolation.

4.1. Contribution to the literature

In synthesising multiple models, the tenets represent a compre-
hensive view of contemporary thinking on accident causation. That is,
the fifteen tenets in their unsafe mode represent aspects of system be-
haviour that, either together or in isolation, are thought to create ac-
cidents in complex sociotechnical systems. This research is conceptually
novel, is it has first illuminated the common elements of accident
causation shared between contemporary accident causation methods.
The tenets themselves describe how and why accidents occur. Second,
the research process has emphasised the concept of safe behaviours and
its important role in accident prediction. For accident prediction to be
useful there must be a way to see vulnerability but also guidance on
how to return the system back to safety. The identification of unsafe
tenets must also consider how the particular feature of performance can
be made safe.

A key outcome, and a goal of the wider program of research from
which this review was undertaken, is that the tenets provide the basis
for developing a formal methodology for predicting accidents in safety
critical systems. The analysis identifies plausible opportunities to pre-
dict system safety using existing principles from multiple accident
causation models that identify accident scenarios, which could poten-
tially emerge. The systems thinking tenets elucidate the key points of
system vulnerabilities; however, the review has also shown that they
are also key features in maintaining safe operation. The systems
thinking tenets may provide an opportunity to identify system proper-
ties or behaviours as either safe or unsafe where a system is most vul-
nerable to change before it crosses the boundaries toward unsafe per-
formance. Given that approaches to system safety are moving away
from counting accidents to counting safe performance (see Hollnagel,
2012), the systems thinking tenets are a practical means to achieve this
undertaking.

Historically, accident prediction methods have focussed on pre-
dicting end error events or on calculating a numerical probability of an
accident occurring. From a systems perspective, this is unsustainable.
Without addressing the systematic properties that underpin accidents,
they will likely recur. Moreover, because systems theory is departing
from reductionist approaches, accident prediction methods must also
follow suit (Dekker, 2011; Leveson, 2012). The systems thinking tenets
provide a holistic yet analytical attempt at addressing system properties
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to aid in prediction. Accident prediction in this context is an opportu-
nity to locate variations or weaknesses across a system based on the
system’s production of either the safe and/or unsafe behaviours.
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provide a structured way of identifying systems failures from the tenets
identified. Following methodological development, the accident pre-
diction methodology will require robust reliability and validity testing;
something often overlooked in accident analysis research (Stanton,
2016). Indeed, there are questions regarding the reliability and validity
of existing accident analysis methods (Stanton et al., 2013; Stanton and
Young, 1998). The review provided a survey of a select set of models,
future surveys may extend a broader scope to include others outside the
selection criteria presented here such as Heinrich (1931), Reason
(1990, 2000), Turner (1976, 1979) and High Reliability theory (HRT)
and High Reliability Organisations (HRO) (La Porte &, Consolini, 1991).
Finally, to support use of the methodology by practitioners, training
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derperforming in the prevention of accidents (Leveson, 2011; Salmon
et al., 2016a). While many accident causation models exist, with useful
elements relating to understanding accident causation, there is no
universally accepted model. The aim of the research was to identify a
set of core tenets from the contemporary accident causation literature
that recognise system performance. Based on the accident causation
models of Nancy Leveson (2011), Jens Rasmussen (1997, 2000),
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Table 4 (continued)
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Charles Perrow (1981, 2011), Sidney Dekker (2011) and Erik Hollnagel
(2009, 2012, 2014), fifteen core systems thinking tenets were identi-
fied. There review exposed that indeed, the foundation for a unified
model of accident causation can exist based on the presence of the
systems thinking tenets across the five models reviewed. Further, the
tenets afford the identification of essential characteristics related to
system performance, which may provide a suitable approach for pre-
dicting system states. That is, any prediction method would have to be
able to identify each of the systems thinking tenets to successfully
predict accidents. A final important conclusion from the literature re-
view was the fact that little literature was found where by the dominant
models had been tested in a predictive context. Apart from Leveson’s
STAMP model (Leveson et al., 2015), predictive applications driven by
the models reviewed were not identified in the peer-reviewed litera-
ture.
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